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xiii

M any students in the behavioral sciences view the required statistics course as an 
intimidating obstacle that has been placed in the middle of an otherwise interest-

ing curriculum. They want to learn about psychology and human behavior—not about 
math and science. As a result, the statistics course is seen as irrelevant to their education 
and career goals. However, as long as psychology and the behavioral sciences in general 
are founded in science, knowledge of statistics will be necessary. Statistical procedures 
provide researchers with objective and systematic methods for describing and interpreting 
their research results. Scientific research is the system that we use to gather information, 
and statistics are the tools that we use to distill the information into sensible and justified 
conclusions. The goal of this book is not only to teach the methods of statistics, but also 
to convey the basic principles of objectivity and logic that are essential for the behavioral 
sciences and valuable for decision making in everyday life.

Essentials of Statistics for the Behavioral Sciences, Tenth Edition, is intended for an 
undergraduate statistics course in psychology or any of the related behavioral sciences. The 
overall learning objectives of this book include the following, which correspond to some of 
the learning goals identified by the American Psychological Association (Noland and the 
Society for the Teaching of Psychology Statistical Literacy Taskforce, 2012). 

1. Calculate and interpret the meaning of basic measures of central tendency and 
variability.

2. Distinguish between causal and correlational relationships.

3. Interpret data displayed as statistics, graphs, and tables.

4. Select and implement an appropriate statistical analysis for a given research design, 
problem, or hypothesis.

5. Identify the correct strategy for data analysis and interpretation when testing 
hypotheses.

6. Select, apply, and interpret appropriate descriptive and inferential statistics.

7. Produce and interpret reports of statistical analyses using APA style.

8. Distinguish between statistically significant and chance findings in data.

9. Calculate and interpret the meaning of basic tests of statistical significance.

10. Calculate and interpret the meaning of confidence intervals.

11. Calculate and interpret the meaning of basic measures of effect size statistics.

12. Recognize when a statistically significant result may also have practical significance.

The book chapters are organized in the sequence that we use for our own statistics 
courses. We begin with descriptive statistics (Chapters 1–4), then lay the foundation for 
inferential statistics (Chapters 5–8), and then we examine a variety of statistical procedures 
focused on sample means and variance (Chapters 9–13) before moving on to correlational 
methods and nonparametric statistics (Chapters 14 and 15). Information about modifying 
this sequence is presented in the “To the Instructor” section for individuals who prefer a 

prEfaCE
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xiv  PrefACe

different organization. Each chapter contains numerous examples (many based on actual 
research studies), learning objectives and learning checks for each section, a summary and 
list of key terms, instructions for using SPSS®, detailed problem-solving tips and demon-
strations, and a set of end-of-chapter problems.

Those of you who are familiar with previous editions of Statistics for the 
Behavioral Sciences and Essentials of Statistics for the Behavioral Sciences will 
notice that some changes have been made. These changes are summarized in the “To 
the Instructor” section. Students who are using this edition should read the section of 
the preface entitled “To the Student.” In revising this text, our students have been fore-
most in our minds. Over the years, they have provided honest and useful feedback, and 
their hard work and perseverance has made our writing and teaching most rewarding. 
We sincerely thank them.

To the Instructor

Previous users of any of the Gravetter-franchise textbooks should know that we have main-
tained all the hallmark features of our Statistics and Essentials of Statistics textbooks: the 
organization of chapters and content within chapters; the student-friendly, conversational 
tone; and the variety of pedagogical aids, including, Tools You Will Need, chapter out-
lines, and section-by-section Learning Objectives and Learning Checks, as well as end-
of-chapter Summaries, Key Terms lists, Focus on Problem Solving tips, Demonstrations 
of problems solved, SPSS sections, and end-of-chapter Problems (with solutions to odd-
numbered problems provided to students in Appendix C).  

■ New to This Edition
Those of you familiar with the previous edition of Statistics for the Behavioral Sciences 
will be pleased to see that Essentials of Statistics for the Behavioral Sciences has the same 
“look and feel” and includes much of its content. For those of you familiar with Essentials, 
the following are highlights of the changes that have been made:

■■ Every chapter begins with a Preview, which highlights an example of a published 
study. These have been selected for level of interest so that they will draw the student 
in. The studies are used to illustrate the purpose and rationale of the statistical proce-
dure presented in the chapter.

■■ There has been extensive revision of the end-of-chapter Problems. Many old prob-
lems have been replaced with new examples that cite research studies. As an en-
hanced instructional resource for students, the odd-numbered solutions in Appendix C 
now show the work for intermediate answers for problems that require more than one 
step. The even-numbered solutions are available online in the instructor’s resources.

■■ The sections on research design and methods in Chapter 1 have been revised to 
be consistent with Gravetter and Forzano, Research Methods for the Behavioral 
Sciences, Sixth Edition. The interval and ratio scales discussion in Chapter 1 has been 
refined and includes a new table distinguishing scales of measurement. 

■■ In Chapter 2, a new section on stem and leaf displays describes this exploratory 
data analysis as a simple alternative to a frequency distribution table or graph. A 
basic presentation of percentiles and percentile ranks has been added to the cover-
age of frequency distribution tables in Chapter 2. The topic is revisited in Chapter 6 
(Section 6-4, Percentiles and Percentile Ranks), showing how percentiles and percen-
tile ranks can be determined with normal distributions.
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PrefACe  xv

■■ Chapter 3 (Central Tendency) has added coverage for the median when there are tied 
scores in the middle of the distribution. It includes a formula for determining the 
median with interpolation.

■■ The coverage of degrees of freedom in Chapter 4 (Variability) has been revised, 
including a new box feature (Degrees of Freedom, Cafeteria-Style) that provides 
an analogy for the student. Rounding and rounding rules are discussed in a new 
paragraph in Section 4-2, Defining Variance and Standard Deviation. It was pre-
sented in this section because Example 4.2 is the first instance where the answer 
is an irrational number. A section on quartiles and the interquartile range has 
been added. 

■■ Coverage of the distribution of sample means (Chapter 7) has been revised to pro-
vide more clarification. The topic is revisited in Chapter 9, where the distribution of 
sample means is more concretely compared and contrasted with the distribution of 
z-scores, along with a comparison between the unit normal table and the t distribution 
table. Chapter 7 also includes a new box feature that depicts the law of large num-
bers using an illustration of online shopping (The Law of Large Numbers and Online 
Shopping).

■■ In Chapter 8 (Introduction to Hypothesis Testing), the section on statistical power has 
been completely rewritten. It is now organized and simplified into steps that the stu-
dent can follow. The figures for this section have been improved as well.

■■ A new box feature has been added to Chapter 10 demonstrating how the t statistic 
for an independent-measures study can be calculated from sample means, standard 
deviations, and sample sizes in a published research paper. There is an added section 
describing the role of individual differences in the size of standard error.  

■■ The comparison of independent- and repeated-measures designs has been expanded 
in Chapter 11, and includes the issue of power.

■■ In Chapter 12 the section describing the numerator and denominator in the F-ratio 
has been expanded to include a description of the sources of the random and unsys-
tematic differences.  

■■ Chapter 13 now covers only the two-factor, independent-measures ANOVA. The 
single-factor, repeated-measures ANOVA was dropped because repeated-measures 
designs are typically performed in a mixed design that also includes one (or more) 
between-subject factors. As a result, Chapter 13 now has expanded coverage of the 
two-factor, independent-measures ANOVA.  

■■ For Chapter 14, three graphs have been redrawn to correct minor inaccuracies and 
improve clarity. As with other chapters, there is a new SPSS section with figures and 
end-of-chapter Problems have been updated with current research examples.

■■ Chapter 15 has minor revisions and an updated SPSS section with four figures. As 
with other chapters, the end-of-chapter Problems have been extensively revised and 
contain current research examples. 

■■ Many research examples have been updated with an eye toward selecting examples 
that are of particular interest to college students and that cut across the domain of the 
behavioral sciences.

■■ Learning Checks have been revised.
■■ All SPSS sections have been revised using SPSS® 25 and new examples. New screen-

shots of analyses are presented. Appendix D, General Instructions for Using SPSS®, 
has been significantly expanded.  

■■ A summary of statistics formulas has been added.
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■■ This edition of Essentials of Statistics for the Behavioral Sciences has been edited to 
align with Gravetter and Forzano, Research Methods, providing a more seamless tran-
sition from statistics to research methods in its organization and terminology. Taken 
together, the two books provide a smooth transition for a two-semester sequence of 
Statistics and Methods, or, even an integrated Statistics/Methods course.

■ Matching the Text to Your Syllabus
The book chapters are organized in the sequence that we use for our own statistics courses. 
However, different instructors may prefer different organizations and probably will choose to 
omit or deemphasize specific topics. We have tried to make separate chapters, and even sections 
of chapters, completely self-contained, so that they can be deleted or reorganized to fit the syl-
labus for nearly any instructor. Instructors using MindTap® can easily control the inclusion and 
sequencing of chapters to match their syllabus exactly. Following are some common examples:

■■ It is common for instructors to choose between emphasizing analysis of variance 
(Chapters 12 and 13) or emphasizing correlation/regression (Chapter 14). It is rare for 
a one-semester course to complete coverage of both topics.

■■ Although we choose to complete all the hypothesis tests for means and mean differ-
ences before introducing correlation (Chapter 14), many instructors prefer to place 
correlation much earlier in the sequence of course topics. To accommodate this, 
Sections 14-1, 14-2, and 14-3 present the calculation and interpretation of the Pearson 
correlation and can be introduced immediately following Chapter 4 (Variability). 
Other sections of Chapter 14 refer to hypothesis testing and should be delayed until 
the process of hypothesis testing (Chapter 8) has been introduced.

■■ It is also possible for instructors to present the chi-square tests (Chapter 15) much 
earlier in the sequence of course topics. Chapter 15, which presents hypothesis tests 
for proportions, can be presented immediately after Chapter 8, which introduces the 
process of hypothesis testing. If this is done, we also recommend that the Pearson 
correlation (Sections 14-1, 14-2, and 14-3) be presented early to provide a foundation 
for the chi-square test for independence.

To the Student

A primary goal of this book is to make the task of learning statistics as easy and painless 
as possible. Among other things, you will notice that the book provides you with a number 
of opportunities to practice the techniques you will be learning in the form of Examples, 
Learning Checks, Demonstrations, and end-of-chapter Problems. We encourage you to 
take advantage of these opportunities. Read the text rather than just memorizing the for-
mulas. We have taken care to present each statistical procedure in a conceptual context that 
explains why the procedure was developed and when it should be used. If you read this 
material and gain an understanding of the basic concepts underlying a statistical formula, 
you will find that learning the formula and how to use it will be much easier. In the “Study 
Hints” that follow, we provide advice that we give our own students. Ask your instructor 
for advice as well; we are sure that other instructors will have ideas of their own.

■ Study Hints
You may find some of these tips helpful, as our own students have reported.

■■ The key to success in a statistics course is to keep up with the material. Each new 
topic builds on previous topics. If you have learned the previous material, then the 
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new topic is just one small step forward. Without the proper background, however, 
the new topic can be a complete mystery. If you find that you are falling behind, get 
help immediately.

■■ You will learn (and remember) much more if you study for short periods several 
times a week rather than try to condense all of your studying into one long session. 
Distributed practice is best for learning. For example, it is far more effective to study 
and do problems for half an hour every night than to have a single three-and-a-half-
hour study session once a week. We cannot even work on writing this book without 
frequent rest breaks.

■■ Do some work before class. Stay a little bit ahead of the instructor by reading the 
appropriate sections before they are presented in class. Although you may not fully 
understand what you read, you will have a general idea of the topic, which will make 
the lecture easier to follow. Also, you can identify material that is particularly confus-
ing and then be sure the topic is clarified in class.

■■ Pay attention and think during class. Although this advice seems obvious, often it is 
not practiced. Many students spend so much time trying to write down every example 
presented or every word spoken by the instructor that they do not actually understand 
and process what is being said. Check with your instructor—there may not be a need 
to copy every example presented in class, especially if there are many examples like 
it in the text. Sometimes, we tell our students to put their pens and pencils down for a 
moment and just listen.

■■ Test yourself regularly. Do not wait until the end of the chapter or the end of the 
week to check your knowledge. As you are reading the textbook, stop and do the ex-
amples. Also, stop and do the Learning Checks at the end of each section. After each 
lecture, work on solving some of the end-of-chapter Problems and check your work 
for odd-numbered problems in Appendix C . Review the Demonstration problems, 
and be sure you can define the Key Terms. If you are having trouble, get your ques-
tions answered immediately—reread the section, go to your instructor, or ask ques-
tions in class. By doing so, you will be able to move ahead to new material.

■■ Do not kid yourself! Avoid denial. Many students observe their instructor solving 
problems in class and think to themselves, “This looks easy, I understand it.” Do you 
really understand it? Can you really do the problem on your own without having to 
read through the pages of a chapter? Although there is nothing wrong with using ex-
amples in the text as models for solving problems, you should try working a problem 
with your book closed to test your level of mastery.

■■ We realize that many students are embarrassed to ask for help. It is our biggest chal-
lenge as instructors. You must find a way to overcome this aversion. Perhaps contact-
ing the instructor directly would be a good starting point, if asking questions in class 
is too anxiety-provoking. You could be pleasantly surprised to find that your instruc-
tor does not yell, scold, or bite! Also, your instructor might know of another student 
who can offer assistance. Peer tutoring can be very helpful.

■ Contact Us
Over the years, the students in our classes and other students using our book have given 
us valuable feedback. If you have any suggestions or comments about this book, you can 
write to Professor Emeritus Larry Wallnau, Professor Lori-Ann Forzano, or Associate Pro-
fessor James Witnauer at the Department of Psychology, The College at Brockport, SUNY, 
350 New Campus Drive, Brockport, New York 14420. You can also contact us directly at:  
lforzano@brockport.edu or jwitnaue@brockport.edu or lwallnau@brockport.edu. 
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Ancillaries

Ancillaries for this edition include the following.

■■ Mindtap® Psychology MindTap® Psychology for Gravetter/Wallnau/Forzano/
Witnauer’s Essentials of Statistics for the Behavioral Sciences, Tenth Edition, is the 
digital learning solution that helps instructors engage and transform today’s students 
into critical thinkers. Through paths of dynamic assignments and applications that 
you can personalize, real-time course analytics, and an accessible reader, MindTap 
helps you turn cookie cutter into cutting edge, apathy into engagement, and memoriz-
ers into higher-level thinkers. As an instructor using MindTap, you have at your fin-
gertips the right content and unique set of tools curated specifically for your course, 
such as video tutorials that walk students through various concepts and interactive 
problem tutorials that provide students opportunities to practice what they have 
learned, all in an interface designed to improve workflow and save time when plan-
ning lessons and course structure. The control to build and personalize your course is 
all yours, focusing on the most relevant material while also lowering costs for your 
students. Stay connected and informed in your course through real-time student track-
ing that provides the opportunity to adjust the course as needed based on analytics of 
interactivity in the course.

■■ online Instructor’s Manual The manual includes learning objectives, key terms, a 
detailed chapter outline, a chapter summary, lesson plans, discussion topics, student 
activities, “What If” scenarios, media tools, a sample syllabus, and an expanded test 
bank. The learning objectives are correlated with the discussion topics, student activi-
ties, and media tools.

■■ online PowerPoints Helping you make your lectures more engaging while effec-
tively reaching your visually oriented students, these handy Microsoft PowerPoint® 
slides outline the chapters of the main text in a classroom-ready presentation. The 
PowerPoint slides are updated to reflect the content and organization of the new edi-
tion of the text.

■■ Cengage Learning testing, powered by Cognero® Cengage Learning Testing, 
powered by Cognero®, is a flexible online system that allows you to author, edit, 
and manage test bank content. You can create multiple test versions in an instant and 
deliver tests from your LMS in your classroom.
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P r e v i e w
Before we begin our discussion of statistics, we 
ask you to take a few moments to read the follow-
ing paragraph, which has been adapted from a clas-
sic psychology experiment reported by Bransford and  
Johnson (1972).  

The procedure is actually quite simple. First you 
arrange things into different groups depending 
on their makeup. Of course, one pile may be suf-
ficient, depending on how much there is to do. If 
you have to go somewhere else due to lack of facil-
ities, that is the next step; otherwise you are pretty 
well set. It is important not to overdo any particular 
endeavor. That is, it is better to do too few things at 
once than too many. In the short run this may not 
seem important, but complications from doing too 
many can easily arise. A mistake can be expensive 
as well. The manipulation of the appropriate mech-
anisms should be self-explanatory, and we need not 
dwell on it here. At first the whole procedure will 
seem complicated. Soon, however, it will become 
just another facet of life. It is difficult to foresee 
any end to the necessity for this task in the imme-
diate future, but then one never can tell.

You probably find the paragraph a little confusing, 
and most of you probably think it is describing some ob-
scure statistical procedure. Actually, the paragraph de-
scribes the everyday task of doing laundry. Now that you 
know the topic (or context) of the paragraph, try reading 
it again—it should make sense now.

Why did we begin a statistics textbook with a para-
graph about washing clothes? Our goal is to demon-
strate the importance of context—when not in the 
proper context, even the simplest material can appear 
difficult and confusing. In the Bransford and Johnson 
(1972) experiment, people who knew the topic before 
reading the paragraph were able to recall 73% more 
than people who did not know that it was about laun-
dry. When you are given the appropriate background, 
it is much easier to fit new material into your memory 
and recall it later. In this book each chapter begins 

with a preview that provides the background context 
for the new material in the chapter. As you read each 
preview section, you should gain a general overview of 
the chapter content. Similarly, we begin each section 
within each chapter with clearly stated learning objec-
tives that prepare you for the material in that section. 
Finally, we introduce each new statistical procedure by 
explaining its purpose. Note that all statistical methods 
were developed to serve a purpose. If you understand 
why a new procedure is needed, you will find it much 
easier to learn and remember the procedure.

The objectives for this first chapter are to provide 
an introduction to the topic of statistics and to give you 
some background for the rest of the book. We will dis-
cuss the role of statistics in scientific inquiry, and we will 
introduce some of the vocabulary and notation that are 
necessary for the statistical methods that follow. In some 
respects, this chapter serves as a preview section for the 
rest of the book.

As you read through the following chapters, keep 
in mind that the general topic of statistics follows a 
well-organized, logically developed progression that 
leads from basic concepts and definitions to increas-
ingly sophisticated techniques. Thus, the material pre-
sented in the early chapters of this book will serve 
as a foundation for the material that follows, even if 
those early chapters seem basic. The content of the 
first seven chapters provides an essential background 
and context for the statistical methods presented in 
Chapter 8. If you turn directly to Chapter 8 without 
reading the first seven chapters, you will find the ma-
terial incomprehensible. However, if you learn the 
background material and practice the statistics proce-
dures and methods described in early chapters, you 
will have a good frame of reference for understanding 
and incorporating new concepts as they are presented 
in each new chapter.

Finally, we cannot promise that learning statistics 
will be as easy as washing clothes. But if you begin each 
new topic with the proper context, you should eliminate 
some unnecessary confusion.
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1-1 Statistics and Behavioral Sciences

LE A R N I N G O B J E C T IV E s

1. Define the terms population, sample, parameter, and statistic, and describe the 
relationships between them; identify examples of each.

2. Define the two general categories of statistics, descriptive and inferential statistics, 
and describe how they are used to summarize and make decisions about data. 

3. Describe the concept of sampling error and explain how sampling error creates the 
fundamental problem that inferential statistics must address. 

■ Definitions of Statistics
By one definition, statistics consist of facts and figures such as the average annual snowfall 
in Buffalo or the average yearly income of recent college graduates. These statistics are 
usually informative and time-saving because they condense large quantities of informa-
tion into a few simple figures. Later in this chapter we return to the notion of calculating 
statistics (facts and figures) but, for now, we concentrate on a much broader definition of 
statistics. Specifically, we use the term statistics to refer to a general field of mathematics. 
In this case, we are using the term statistics as a shortened version of statistical methods or 
statistical procedures. For example, you are probably using this book for a statistics course 
in which you will learn about the statistical procedures that are used to summarize and 
evaluate research results in the behavioral sciences.

Research in the behavioral sciences (and other fields) involves gathering information. 
To determine, for example, whether college students learn better by reading material on 
printed pages or on a computer screen, you would need to gather information about stu-
dents’ study habits and their academic performance. When researchers finish the task of 
gathering information, they typically find themselves with pages and pages of measure-
ments such as preferences, personality scores, opinions, and so on. In this book, we present 
the statistics that researchers use to analyze and interpret the information that they gather. 
Specifically, statistics serve two general purposes:

1. Statistics are used to organize and summarize the information so that the researcher 
can see what happened in the study and can communicate the results to others.

2. Statistics help the researcher to answer the questions that initiated the research by 
determining exactly what general conclusions are justified based on the specific 
results that were obtained.

The term statistics refers to a set of mathematical procedures for organizing, sum-
marizing, and interpreting information.

Statistical procedures help ensure that the information or observations are presented 
and interpreted in an accurate and informative way. In somewhat grandiose terms, statistics 
help researchers bring order out of chaos. In addition, statistics provide researchers with a 
set of standardized techniques that are recognized and understood throughout the scientific 
community. Thus, the statistical methods used by one researcher will be familiar to other 
researchers, who can accurately interpret the statistical analysis with a full understanding 
of how it was done and what the results signify.
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■ Populations and Samples
Research in the behavioral sciences typically begins with a general question about a spe-
cific group (or groups) of individuals. For example, a researcher may want to know what 
factors are associated with academic dishonesty among college students. Or a researcher 
may want to determine the effect of lead exposure on the development of emotional prob-
lems in school-age children. In the first example, the researcher is interested in the group 
of college students. In the second example the researcher is studying school-age children. 
In statistical terminology, a population consists of all possible members of the group a 
researcher wishes to study.

A population is the set of all the individuals of interest in a particular study.

As you can well imagine, a population can be quite large—for example, the entire set 
of all registered voters in the United States. A researcher might be more specific, limit-
ing the study’s population to people in their twenties who are registered voters in the 
United States. A smaller population would be first-time voter registrants in Burlington, 
Vermont. Populations can be extremely small too, such as those for people with a rare 
disease or members of an endangered species. The Siberian tiger, for example, has a popu-
lation of roughly only 500 animals.

Thus, populations can obviously vary in size from extremely large to very small, depend-
ing on how the investigator identifies the population to be studied. The researcher should 
always specify the population being studied. In addition, the population need not consist of 
people—it could be a population of laboratory rats, North American corporations, engine 
parts produced in an automobile factory, or anything else an investigator wants to study. In 
practice, however, populations are typically very large, such as the population of college 
sophomores in the United States or the population of coffee drinkers that patronize a major 
national chain of cafés.

Because populations tend to be very large, it usually is impossible for a researcher to 
examine every individual in the population of interest. Therefore, researchers typically 
select a smaller, more manageable group from the population and limit their studies to the 
individuals in the selected group. In statistical terms, a set of individuals selected from a 
population is called a sample. A sample is intended to be representative of its population, 
and a sample should always be identified in terms of the population from which it was 
selected. We shall see later that one way to ensure that a sample is representative of a 
population is to select a random sample. In random sampling every individual has the same 
chance of being selected from the population.

A sample is a set of individuals selected from a population, usually intended to 
represent the population in a research study. In a random sample everyone in the 
population has an equal chance of being selected.

Just as we saw with populations, samples can vary in size. For example, one study 
might examine a sample of only 20 middle-school students in an experimental reading 
program, and another study might use a sample of more than 2,000 people who take a new 
cholesterol medication. 

So far, we have talked about a sample being selected from a population. However, this 
is actually only half of the full relationship between a sample and its population. Specifi-
cally, when a researcher finishes examining the sample, the goal is to generalize the results 
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back to the entire population. Remember that the researcher started with a general question 
about the population. To answer the question, a researcher studies a sample and then gener-
alizes the results from the sample to the population. The full relationship between a sample 
and a population is shown in Figure 1.1.

■ Variables and Data
Typically, researchers are interested in specific characteristics of the individuals in the 
population (or in the sample), or they are interested in outside factors that may influence 
behavior of the individuals. For example, Bakhshi, Kanuparthy, and Gilbert (2014) want-
ed to determine if the weather is related to online ratings of restaurants. As the weather 
changes, do people’s reviews of restaurants change too? Something that can change or have 
different values is called a variable. 

F I G U R E  1 .1
The relationship between a population and 
a sample.

THE POPULATION
All of the individuals of interest

THE SAMPLE
The individuals selected to

participate in the research study

The results
from the sample
are generalized

to the population

The sample
is selected from
the population

A variable is a characteristic or condition that changes or has different values for 
different individuals.

In the case of the previous example, both weather and people’s reviews of restaurants 
are variables. By the way, in case you are wondering, the authors did find a relationship 
between weather and online reviews of restaurants. Reviews were worse during bad weath-
er (for example, during extremely hot or cold days).

Once again, variables can be characteristics that differ from one individual to another, 
such as weight, gender identity, personality, or motivation and behavior. Also, variables can 
be environmental conditions that change, such as temperature, time of day, or the size of 
the room in which the research is being conducted.

To demonstrate changes in variables, it is necessary to make measurements of the vari-
ables being examined. The measurement obtained for each individual is called a datum, or 
more commonly, a score or raw score. The complete set of scores is called the data set or 
simply the data.
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Before we move on, we should make one more point about samples, populations, and 
data. Earlier, we defined populations and samples in terms of individuals. For example, 
we previously discussed a population of registered voters and a sample of middle-school 
children. Be forewarned, however, that we will also refer to populations or samples of 
scores. Research typically involves measuring each individual to obtain a score, therefore 
every sample (or population) of individuals produces a corresponding sample (or popula-
tion) of scores.

■ Parameters and Statistics
When describing data it is necessary to distinguish whether the data come from a popula-
tion or a sample. A characteristic that describes a population—for example, the average 
score for the population—is called a parameter. A characteristic that describes a sample is 
called a statistic. Thus, the average score for a sample is an example of a statistic. Typically, 
the research process begins with a question about a population parameter. However, the 
actual data come from a sample and are used to compute sample statistics.

Data (plural) are measurements or observations. A data set is a collection of mea-
surements or observations. A datum (singular) is a single measurement or observa-
tion and is commonly called a score or raw score.

A parameter is a value, usually a numerical value, that describes a population. 
A parameter is usually derived from measurements of the individuals in the 
population.

A statistic is a value, usually a numerical value, that describes a sample. A statistic 
is usually derived from measurements of the individuals in the sample.

Every population parameter has a corresponding sample statistic, and most research 
studies involve using statistics from samples as the basis for answering questions about 
population parameters. As a result, much of this book is concerned with the relationship 
between sample statistics and the corresponding population parameters. In Chapter 7, for 
example, we examine the relationship between the mean obtained for a sample and the 
mean for the population from which the sample was obtained.

■ Descriptive and Inferential Statistical Methods
Although researchers have developed a variety of different statistical procedures to orga-
nize and interpret data, these different procedures can be classified into two general catego-
ries. The first category, descriptive statistics, consists of statistical procedures that are used 
to simplify and summarize data.

Descriptive statistics are statistical procedures used to summarize, organize, and 
simplify data.

Descriptive statistics are techniques that take raw scores and organize or summarize 
them in a form that is more manageable. Often the scores are organized in a table or 
graph so that it is possible to see the entire set of scores. Another common technique is to 
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summarize a set of scores by computing an average. Note that even if the data set has hun-
dreds of scores, the average provides a single descriptive value for the entire set.

The second general category of statistical techniques is called inferential statistics. 
Inferential statistics are methods that use sample data to make general statements about 
a population.

Inferential statistics consist of techniques that allow us to study samples and then make 
generalizations about the populations from which they were selected.

Because populations are typically very large, it usually is not possible to measure 
everyone in the population. Therefore, researchers select a sample that represents the 
population. By analyzing the data from the sample, we hope to make general state-
ments about the population. Typically, researchers use sample statistics as the basis for 
drawing conclusions about population parameters or relationships between variables 
that might exist in the population. One problem with using samples, however, is that a 
sample provides only limited information about the population. Although samples are 
generally representative of their populations, a sample is not expected to give a perfectly 
accurate picture of the whole population. There usually is some discrepancy between a 
sample statistic and the corresponding population parameter. This discrepancy is called 
sampling error, and it creates the fundamental problem inferential statistics must 
always address.

Sampling error is the naturally occurring discrepancy, or error, that exists between 
a sample statistic and the corresponding population parameter.

The concept of sampling error is illustrated in Figure 1.2. The figure shows a popula-
tion of 1,000 college students and two samples, each with five students who were selected 
from the population. Notice that each sample contains different individuals who have dif-
ferent characteristics. Because the characteristics of each sample depend on the specific 
people in the sample, statistics will vary from one sample to another. For example, the five 
students in sample 1 have an average age of 19.8 years and the students in sample 2 have 
an average age of 20.4 years. It is unlikely that the statistics for a sample will be identi-
cal to the parameter for the entire population. Both of the statistics in the example vary 
slightly from the population parameter (21.3 years) from which the samples were drawn. 
The difference between these sample statistics and the population parameter illustrate 
sampling error.

You should also realize that Figure 1.2 shows only two of the hundreds of possible 
samples. Each sample would contain different individuals and would produce different sta-
tistics. This is the basic concept of sampling error: sample statistics vary from one sample 
to another and typically are different from the corresponding population parameters.

One common example of sampling error is the error associated with a sample propor-
tion (or percentage). For instance, in newspaper articles reporting results from political 
polls, you frequently find statements such as this:

Candidate Brown leads the poll with 51% of the vote. Candidate Jones has 42% 
approval, and the remaining 7% are undecided. This poll was taken from a sample 
of registered voters and has a margin of error of plus or minus 4 percentage points.

The “margin of error” is the sampling error. In this case, the reported percentages were 
obtained from a sample and are being generalized to the whole population of potential voters. 
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As always, you do not expect the statistics from a sample to be a perfect reflection of the 
population. There always will be some “margin of error” when sample statistics are used to 
represent population parameters.

As a further demonstration of sampling error, imagine that your statistics class is 
separated into two groups by drawing a line from front to back through the middle of 
the room. Now imagine that you compute the average age (or height, or GPA) for each 
group. Will the two groups have exactly the same average? Almost certainly they will 
not. No matter what you choose to measure, you will probably find some difference 
between the two groups. However, the difference you obtain does not necessarily mean 
that there is a systematic difference between the two groups. For example, if the aver-
age age for students on the right-hand side of the room is higher than the average for 
students on the left, it is unlikely that some mysterious force has caused the older people 
to gravitate to the right side of the room. Instead, the difference is probably the result of 
random factors such as chance. The unpredictable, unsystematic differences that exist 
from one sample to another are an example of sampling error. Inferential statistics tell us 
whether the differences between samples (e.g., a difference in age, height, or GPA) are 
the result of random factors (sampling error) or the result of some meaningful relation-
ship in the population. 

F I G U R E  1 . 2
A demonstration of sampling error. Two sam-
ples are selected from the same population. 
Notice that the sample statistics are different 
from one sample to another, and all of the 
sample statistics are different from the corre-
sponding population parameters. The natural 
differences that exist, by chance, between a 
sample statistic and a population parameter 
are called sampling error.

Population
of 1,000 college students

Population Parameters
Average Age 5 21.3 years

Average IQ 5 112.5
65% Female, 35% Male

Sample #1

Eric
Jessica
Laura
Karen
Brian

Sample Statistics
Average Age 5 19.8
Average IQ 5 104.6

60% Female, 40% Male

Sample #2

Tom
Kristen
Sara

Andrew
John

Sample Statistics
Average Age 5 20.4
Average IQ 5 114.2

40% Female, 60% Male
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■ Statistics in the Context of Research
The following example shows the general stages of a research study and demonstrates 
how descriptive statistics and inferential statistics are used to organize and interpret the 
data. At the end of the example, note how sampling error can affect the interpretation of 
experimental results, and consider why inferential statistical methods are needed to deal 
with this problem.

Figure 1.3 shows an overview of a general research situation and demonstrates the roles 
that descriptive and inferential statistics play. The purpose of the research study is to ad-
dress a question that we posed earlier: do college students learn better by studying text 
on printed pages or on a computer screen? Two samples of six students each are selected 
from the population of college students. The students in sample A read text on a computer 

E x A m p L E  1 . 1

F I G U R E  1 . 3
The role of statistics in research.

Step 1

Step 2

Step 3

Experiment:

Descriptive statistics:

Inferential statistics:

Compare two
studying methods

Reading scores for
the students in each
sample

Organize and simplify

Interpret the results

Sample A
Read from computer

screen

12 11 14
8 12 9

16 15 18
12 16 13

Sample B
Read from printed

pages

Data:

The sample data show a 4-point average difference
between the two methods of studying. However,
there are two ways to interpret the results.

1.   There actually is no difference between
      the two studying methods, and the difference
      between the samples is due to chance
      (sampling error).

2.   There really is a difference between the two
     methods of studying, and the sample data
     accurately reflect this difference.

     The goal of inferential statistics is to help
     researchers decide between the two
     interpretations.

Population of
College
Students

Average
Score = 11

8 9 10 11 12 1314 1516 17 18

Average
Score = 15

8 9 10 11 12 1314 1516 17 18
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